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Figure 3. (a): A schematic of the forces acting on a fixed wing aircraft, (b): At equilibrium the aircraft is angled up
by ⇥0 and is perturbed from X0 ! X by an angle of ✓.

Application of theorem 2 to (39)and straightforward calculations gives us our final LMI
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At this point, we are able to summarize our findings in a complete semidefinite program

min
z̃k,⌘,�i

⌘ subject to (43), (34c). (44)

V. Case study: Hijacking Boeing 747 Altitude Hold Control System

Among various cyber physical systems, security analysis of aircrafts with interacting digital and physical
components is a complex task.21 At the Hack in the Box 2013 security conference in Amsterdam, a security
consultant44 demonstrated that the unprotected automatic dependent surveillance-broadcast (ADS-B) and
and Aircraft Communications Addressing and Reporting System (ACARS) can be attacked to actually
remotely control the aircraft, possibly even to crash it. There is currently insu�cient protection of onboard
avionics systems, especially injecting falsified data into the Inertial Navigation System (INS) has been shown
in.21 Possible attackers can mount their attacks from remote locations targeting multiple aircraft in parallel
with little cost and little risk of becoming detected.5 Modern aircraft will not remain immune against these
threats. In this section, we shall develop the longitudinal flight dynamics, a altitude-hold MPC equipped
with a monitor and demonstrate takeover by an attacker by manipulating the INS, disguising within a wind
gust disturbance.

A six degrees of freedom fixed wing aircraft has x-axis aligned to the fuselage pointing towards the nose
and the y, z axes can be obtained by using the left-hand rule; together constituting the body axes. The
translational and rotational velocities about the x, y, z axes as shown in Figure 3(a) are given by U, V, W
and P, Q, R and �,⇥, are the respective angles of rotations oriented according to the right-hand rule. The
net forces and moments acting along the x, y, z axes are given by X, Y, Z and L, M, N respectively. The
overall equations of motion are then, using Newton’s second law:
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Ṙ + I
xz
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where m is the mass of the aircraft and the terms I
xz

and so on are the moment of inertias about the
x � z axes in this case and so on. Clearly these equations are very nonlinear and complicated, so we need
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Longitudinal Actuators 

• Primary actuators in longitudinal direction are the elevators and thrust. 

– Clearly the thrusters/elevators play a key role in defining the 
steady-state/equilibrium flight condition 

– Now interested in determining how they also influence the aircraft 
motion about this equilibrium condition 

deflect elevator � u(t), w(t), q(t), . . . 

• Recall that we defined �Xc as the perturbation in the total force in 
the X direction as a result of the actuator commands 

– Force change due to an actuator deflection from trim 

• Expand these aerodynamic terms using same perturbation approach 

�Xc = X�e �e + X�p �p 

– �e is the deflection of the elevator from trim (down positive) 
– �p change in thrust 
– X�e and X�p are the control stability derivatives 
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• The rotation gusts pg, qg, and rg are caused by spatial variations in 
the gust components ) rotary gusts are related to gradients of the 
vertical gust field 

�wg �wgpg = and qg = 
�y �x 

g 
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+wg 

+wg 
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Gust field creating 

gust. 

-w

-w

an effective rolling 

Equivalent distribution 

Equivalent to velocity created 
by a pitching motion 

Figure 1: Gust Field creating an e�ective pitching gust. 

Figure 4. (a): Primary aircraft actuators, (b): Gust field creating an e↵ective pitching motion.

to linearize around an equilibrium condition of the flight. Consider the aircraft in steady, level flight with
speed V

To

= U0 and �̇ = ⇥̇ =  ̇ = 0. The forces balance on the aircraft with the acceleration terms
Ṗ = Q̇ = Ṙ = U̇ = V̇ = Ẇ = 0. Further, at this trim point, the trim velocities W0 = V0 = 0 and trim
angular rates P0 = Q0 = R0 = 0 and angles �0 =  0 = 0.

Therefore, the perturbed velocities and rates are given by U = U0+u, V = v, W = w, P = p, Q = q, R = r
and angular perturbation ⇥ = ⇥0 + ✓,� = �, =  as shown in Figure 3(b). Further in this figure,
X

E

, Z
E

are the earth axes and � is called the flight path angle with ↵ being the angle of attack i.e. the
angle the relative wind makes with the fuselage. This way of linearization applies the RHSs of (45). Now
the perturbations over the forces and torques that appear on the LHSs can be predicted using a first order
expansion in terms of the dominant key flight parameters. Performing this linearization over the longitudinal
dynamics leads to:
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where X
u

= (@X
@u

)0 and so on are called the stability derivatives evaluated at the trim point. Since the
aerodynamics moments and forces are the functions of the relative motion between the aircraft and the
atmosphere, the LHS expansion must be written in terms of velocities relative to the wind gust w

g

in the
vertical plane as shown in Figure 4(b). Since there is no roll or yaw motion, q = ✓̇. The �Xc and so forth
are the control commands and can be expanded in terms of the primary actuators in longitudinal direction
which is the elevator deflection �

e

as shown in Figure 4(a) to be
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where X
�e

and so on are now called the control stability derivatives.
Now, let us further consider the short period mode where ✓ and w are in the same phase and u and q

response is very small, thus in e↵ect can eliminate the X-force equation. Next, the change of altitude h can
be written as the flight path angle times the velocity leading to

ḣ ⇡ U0sin� = U0(✓ � ↵) = U0(✓ � w/U0) = U0✓ � w (48)

and let ⇥0 = 0. Finally, substituting (47) into (46) and appending (48), the full state space equation turns
out to be
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Typical values for the Boeing 747 are Z
w

= 9.030 · 104, Z
ẇ

= 1.909 · 103, Z
�e

= �1.58 · 106, M
w

= 1.563 · 105,
M

ẇ

= 1.702 · 104, M
q

= 1.521 · 107, M
�e

= �5.2 · 107, m = 2.83176 · 106/g, I
yy

= .449 · 108 all in SI units.
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Time-varying (nonlinear), Distributed (longitudinal+lateral) 

Force and Moment 
equations

Linearize at level-flight, Decouple longitudinal mode

=             A                    x  +        B       u  +        E         wẋ

h = [0 0 0 1][w q ✓ h]T () y = Cx

xk+1 = Axk +Buk + Cwk, yk = CxkFast dynamics (discretize)
Constraints |q|  0.2rad/s, |�e|  0.3rad, |wg|  1m/s () xk 2 X, uk 2 U, wk 2 W, 8k
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min

N�1X

k=0

�(yk � r(t+ k), uk)

s.t. xk+1

= f(xk, uk)

yk = g(xk, uk)

constraints on uk, xk, yk
x
0

= x(t)

/78A.&Bemporad “Model&Predictive&Control”&:&4th&HYCON2&PhD&School&:&Trento,&June&24,&2011
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Nonlinear Model Predictive Control (hard Constraints)

Taylor series

V (Ubase) = Ȳ T · Ȳ
Levenberg-Marquardt

V (Ubase + �U) ⇡ (Ȳ +G · �U)T · (Ȳ +G · �U) + �UT · ⇤ · �U
Steepest descent

�U = �(GT ·G+ ⇤)�1GT Ȳ
Repeat

Ubase = Ubase + �U

Guarantees descent: Fast
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High-level Learning + Low-level MPC

Control signal optimization

Quality assessment

Recursive identification Memory

System

High level

Low level

Models

Constraints

Challenges: (i) Reference trajectories are Time-varying, seldom known. 
                     (ii) Fast and Distributed (switching) dynamics.

Two-level control: (i) High-level: learns parameterized references for  
time-varying conditions. 

                                          (ii) Low-level: fast tracking MPC over low-fidelity models.

methods this is only possible if the chosen parameterization allows
this. The convergence period is also significantly shorter for model-
based methods, and hotstarting is often possible, which makes
them more applicable for online adaptive purposes. Another
advantage is that they posses an inherent robustness to parameter
uncertainties due to the ability to use feedback. They finally also

make it easier to predict the behavior and thus ensure safety, even
during the convergence period.

Despite these advantages of model-based methods, model-free
methods also have some attractive properties for the control of
mechatronic systems. Their main benefit is that they can operate
without model, and thus require no identification or apriori system
knowledge. This makes them ideal for usage as an add-on to com-
plex existing systems, or to automate offline calibration procedures
where it is not possible to rely on heuristics or insight to manually
design tuning rules. It should however be stated that parameter-
izations are typically needed to limit the convergence period, and
it is practically impossible to select the shape of the signal before-
hand without system knowledge or some simple tests. While these
parameterizations generally do lead to a reduced performance, a
well-chosen parameterization can limit this reduction, and this
choice is thus important. Since more parameters lead to a better
performance but longer convergence, the difficult part is to select
parameterizations with only a low number of parameters, yet
which still allow a performance close to the true optimum to be
achieved.

These results have been summarized in Table 2, which gives a
qualitative comparison between the different techniques. The key
^^ means the best in the category, followed by ^ for good and
then _ for bad to __ for worst in the category. The !! key sig-
nifies that the corresponding property has not been established.

Fig. 16. GA: Minimum, median, and maximum fitness values during the GA
evolution process.

Fig. 17. PGPE: Evolution of engagement time (above), jerk (center), and reward
(below) during learning process.
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Fig. 18. GA (left) and RL (right): Illustration of engagements achieved under nominal conditions and with an increased temperature.

Table 1
An empirical comparison between the model-based and non-model based control
techniques based on jerk and engagement times.

Index 2l-NMPC 2l-ILC IO GA RL

Abs (Max (Jerk)) 3.6683 2.8945 3.4133 3.9256 3.618
Eng. time (s) 1.199 1.39 1.277 1.434 1.317

Table 2
Characteristic features of the model-based and model-free techniques.

Method/Property 2l-NMPC 2l-ILC IO GA RL

Modeling requirement _ ^ ^ ^^ ^^

Learning rate ^^ ^ ^^ __ _

Stability ^ ^ !! !! !!
Learning transient/Safety ^ ^ ^ __ __

Multi-objective ^ ^ ^ ^^ ^

A. Dutta et al. / Mechatronics 24 (2014) 1008–1020 1019

Model-free techniques can also learn control but are inferior.
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Two-level control: Automatic Transmission application
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implementation.
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Distributed NMPC with Minimal Communication

Fast: Guaranteed  
coordinated descent
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Distributed Modeling & Learning Time-varying Dynamics

Modeling for distributed MPC
Decentralized, interaction models

xii(k + 1) = Aiixii(k) + Biiui(k)

Decentralized Model

(Aii, Bii, Cii)

yi(k)

ui

xii(k + 1) = Aiixii(k) + Biiui(k)

Decentralized Model

(Aii, Bii, Cii)

(local subsystem inputs)

Interaction Model

xij(k + 1) = Aijxij(k) + Bijuj(k)

(Aij, Bij, Cij)

yi(k) =

P
j Cijxij(k)

uj 6=i

(external subsystem inputs)

+ +

Rawlings, Venkat and Wright (Wisconsin) Distributed, Large-scale MPC 2005 NMPC Workshop 13 / 39

A. DUTTA, C. IONESCU AND R. DE KEYSER

Levenberg–Marquardt algorithm for each controller and together is called coordinate descent. The
decrease can only be 0 on both directions if a stationary point is attained which is the local optimal
for the global cost. (A Taylor’s series expansion around initial point V.U1base; U2base/ leads to
V.U1base C U1; U2base/, which is minimized to obtain (10) and so on.) !

Lemma 1
If the steps 2,3 of algorithm 1 are iterated over and over, convergence is guaranteed to the solution
of the CNMPC.

Proof
The satisfaction of Assumption 1 (which is assumed) guarantees that the algorithm does not get
stuck in corners of the level sets of the global cost function, and hence, the coordinate descent would
stop decrementing only at a locally optimal solution (u!1 ; u

!
2) with cost V !.U !1base; U

!
2base), same as

the one obtained when the optimization is performed in a multivariable fashion by CNMPC. This is
shown in Figure 4(b). !

2.2. Distributed learning

The production machines have intrinsic time-varying dynamics (e.g., oil temperature, density, and
leakage). They are also intensively operated under varying environmental conditions (e.g., process
properties, toxic gas, and seasonal variations). Consequently, these factors imply the necessity of an
adaptation mechanism for updating the model parameters in a distributed sense. In this section, we
propose a simple yet effective learning method.

The model equation for the i th subsystem can be written as

yi .t/ D !Ti .t/ ! "i .t/C !Ti".t/ ! "i".t/C #i .t/ (11)

where the nonlinear system is assumed to be linear in the parameter " . The vector ! contains all
the past inputs and measurements (i.e., state), # denotes the error and subscript i" denotes all other
parameters except the i th. We employ the classic recursive least squares (RLS) algorithm for the
learning step [15]. The distributed sequential learning mechanism for a 2 # 2 system is proposed as
follows:

1. Initialize "1.t " 1/ and "2.t " 1/;
2. RLS-1. Compute "1.t/ D "1.t " 1/CK1 ! .y1.t/ " !T1 .t/ ! "1.t " 1/ " !T2 .t/ ! "2.t " 1// in

the least squares sense and communicate to RLS-2.
3. RLS-2. Compute "2.t/ D "2.t " 1/CK2 ! .y2.t/ " !T2 .t/ ! "2.t " 1/ " !T1 .t/ ! "1.t// in the

least squares sense and communicate to RLS-1.
4. Go to step 2 at the next sampling period.

The gain Ki can be computed recursively. Further, the error term multiplied with the gain can be
weighted with an exponential forgetting factor [15]. Because the distributed RLS algorithm has the
same structure as that of DNMPC, it was combined to add the learning feature to the DNMPC.

The DRLS algorithm itself has mild requirements such as (i) the measurement noise is assumed
to be white and (ii) the parameters vary slowly and continuously, which are generally true for RLS
even. In such cases, the forgetting factor is prescribed to be in between 0.98 and 1. For the dis-
tributed RLS case, if the incoming information is not uniformly distributed in the parameter space, a
directional forgetting factor may be used [16]. Therefore, it is desirable to assign different forgetting
factors to different parameters (however, this is to be determined based on simulation).

Remark 1
The arguments for the controller have been given for the case of two subsystems only, but same
arguments apply for any finite M > 0 number of interconnected subsystems, where each subsys-
tem has a copy of the plantwide model and can evaluate the objective function independently (by
definition of cooperative control).

Copyright © 2014 John Wiley & Sons, Ltd. Optim. Control Appl. Meth. (2014)
DOI: 10.1002/oca
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Model of ith subsystem:
Learning Algorithm:
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Aerospace Security  
Scenario: Source FAA

Cyber Physical  
Systems Security
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Model of Cyber-Physical Systems under Attack

1 Physics obey linear di↵erential-algebraic dynamics: Eẋ(t) = Ax(t)

2 Measurements are in continuous-time: y(t) = Cx(t)

3 Cyber-physical attacks are modeled as unknown input u(t)

with unknown input matrices B & D

Eẋ(t) = Ax(t) + Bu(t)

y(t) = Cx(t) + Du(t)

This model includes genuine faults of system components, physical
attacks, and cyber attacks caused by an omniscient malicious intruder.

Q: Is the attack
�
B ,D, u(t)

�
detectable/identifiable from the output y(t)?

F. Pasqualetti, F. Dörfler, F. Bullo Cyber-Physical Systems Under Attack Security Seminar UCLA 10 / 46

Related Results on Cyber-Physical Security

S. Amin et al, “Safe and secure networked control systems under denial-of-service attacks,”

Hybrid Systems: Computation and Control 2009.

Y. Liu, M. K. Reiter, and P. Ning, “False data injection attacks against state estimation in electric power grids,”

ACM Conference on Computer and Communications Security, Nov. 2009.

A. Teixeira et al. “Cyber security analysis of state estimators in electric power systems,”

IEEE Conf. on Decision and Control, Dec. 2010.

S. Amin, X. Litrico, S. S. Sastry, and A. M. Bayen, “Stealthy deception attacks on water SCADA systems,”

Hybrid Systems: Computation and Control, 2010.

Y. Mo and B. Sinopoli, “Secure control against replay attacks,”

Allerton Conf. on Communications, Control and Computing, Sep. 2010

G. Dan and H. Sandberg, “Stealth attacks and protection schemes for state estimators in power systems,”

IEEE Int. Conf. on Smart Grid Communications, Oct. 2010.

Y. Mo and B. Sinopoli, “False data injection attacks in control systems,”

First Workshop on Secure Control Systems, Apr. 2010.

S. Sundaram and C. Hadjicostis, “Distributed function calculation via linear iterative strategies in the presence of

malicious agents,” IEEE Transactions on Automatic Control, vol. 56, no. 7, pp. 1495–1508, 2011.

R. Smith, “A decoupled feedback structure for covertly appropriating network control systems,”

IFAC World Congress, Aug. 2011.

F. Hamza, P. Tabuada, and S. Diggavi, “Secure state-estimation for dynamical systems under active adversaries,”

Allerton Conf. on Communications, Control and Computing, Sep. 2011.

Our framework includes and generalizes most of these results

F. Pasqualetti, F. Dörfler, F. Bullo Cyber-Physical Systems Under Attack Security Seminar UCLA 11 / 46

Prototypical Attacks

Dynamic false data injection:

(sE � A)�1 C
x(t)

+ y(t)x(0)

DKuK(t)

G(s)
�
(s � p) � 1

�

Covert attack:

(sE � A)�1 C
x(t)

+ y(t)
x(0)

BK ūK(t)

DKuK(t)

Static stealth attack:

Cx(t) + y(t)

C
DKuK(t)

ũ(t)

Replay attack:

(sE � A)�1 C
x(t)

+ y(t)
x(0)

BK ūK(t)

DKuK(t)
x̃(0) +

�

�

corrupt measurements according to C a�ect system and reset output

closed loop replay attack render unstable pole unobservable

(sE � A)�1 C

(sE � A)�1 C
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Technical Assumptions

Eẋ(t) = Ax(t) + BKuK (t)

y(t) = Cx(t) + DKuK (t)

Technical assumptions guaranteeing existence, uniqueness, & smoothness:

(i) (E ,A) is regular: |sE � A| does not vanish for all s 2 C

(ii) the initial condition x(0) is consistent (can be relaxed)

(iii) the unknown input uK (t) is su�ciently smooth (can be relaxed)

Attack set K = sparsity pattern of attack input
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This type of interval based modeling and anomaly detection
methods have been used in industry for instance for pneu-
matic servomotor in sugar factory [21] and together with
MPC for supervisory control of constrained sewer networks
[22], [23] that need to operate with sensor malfunctions.

B. The Attack side
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Fig. 2. A false-data injection attack structure.

Monitors exploit the system dynamics, measurements and
disturbance bounds to reveal attacks. Consequently, an attack
is undetectable if the measurements due to the attack are
compatible with the measurements without the attack [24].
This can be achieved by masquerading the attack signal
within disturbance dynamics to manipulate the measurement.
The attack scenario to be considered is shown in Figure. 2.

The attack surface, or exposed point of contact that an
attacker may access to trigger or control internal dynamics
needs to be considered in a pragmatic way. A reasonable
assumption that can be made with regards to the attacker’s
knowledge is that he knows the following:

• Nominal system dynamics (1a)-(1c) the physics of stan-
dard systems under operation is not hard to decipher.

• The measurements z
k

by tapping in to the sensors.
• The sensor noise bound V from the associated data

sheets.
However the attacker has only partial information on the
following:

• A constrained (MPC) controller and detector (3) are in
place (the specific parameters are secret).

• The system-wide objective and in some cases the spe-
cific targets (reference T ).

• The input signal u
k

, if it is feasible to access the
interface used.

• The shape of the disturbance set W, which is hypercube
in practice.

He has absolutely no knowledge on:
• The bounds on input U, state X, output Y as these

depend on the economics.
• The bounds on the disturbance W entering the state

which is estimated by the designer.
• The initial state of the system x0, as state is not

measured.
He can only manipulate:

• The sensor readout z̃
k

, which is plausible as the sensors
are often spatially distributed leaving room for physical

manipulation or use a communication channel that can
be used to inject an exogenous attack signal a

k

.
This model is an abstraction of a variety of existing control
systems, including supervisory control and data acquisition
in critical networks. Note that, once the attacker estimates
W, access to u is not required. As a direct consequence, we
propose the following attack generation mechanism:

1) Estimate the state disturbance set W using the nominal
model (1a)-(1c), input-output data u

k

, z
k

and sensor
noise bound V, if this is not available a priori.

2) Maximize the deviation in measurement z̃
k

, thereby
injecting maximum error in state estimation x̂

k

and
remain within the estimated disturbance bounds W,V
thereby satisfying (3).

3) Analyze the corresponding loss in performance ||T �
y
k

|| caused by misleading the controller and derive a
simplified attack vector a

k

construction procedure, if
possible.

As a result, (1b) now becomes

z̃
k

= C
z

x
k

+ Fv
k

+Da
k

(4)

where a
k

2 Rn is the malicious input vector from the
attacker and D is a diagonal matrix of dimension q.

Definition 2: The attacked measurement z̃
k

is stealthy if
the resulting system remains safe, i.e. if

9w
k�1 2 W, v

k

2 V :

C
z

(Ax
k�1 +Bu

k�1 + Ew
k�1) + Fv

k

= z̃
k

(5)
Definition 3: A stealth attack at time k is a scenario,

where the adversary is able to generate a perturbed mea-
surement z̃

k

that remains stealthy.
The detailed design and analysis of the control and attack
generation mechanisms follow.

III. THE CONTROL OF CONSTRAINED SYSTEMS WITH
UNCERTAINTY

Since, the state is not measured, an output feedback
controller has to be developed which has always been the
main problem for predictive control [25]. This is because all
guarantees of feasibility are lost if the initial state estimate
differs from the true state. However, if we can put a bound
on this error, then by defining this error as a bounded state
disturbance, a predictive controller with robustness constraint
can be synthesized which incorporates this fact.

A. Bounded Error Estimator

This section builds a finite horizon estimator backwards
in time such that all the possibilities of disturbance se-
quences are considered which would have perhaps resulted
in the measured output sequence. The sequence of predicted
states x = [x1, . . . , xk

]

T in terms of stacked inputs u =

[u0, . . . , uk�1]
T , state disturbance w = [w0, . . . , wk�1]

T and
initial state x can be written as:

x , �x+ �u + ⌅w (6)
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estimator errors and in [12] as optimization of the attack cost
subject to the bad-data detection residue remaining within
thresholds.

The false-data injection attacks considered in [11] and [12]
are based on the assumption that the statistical properties of
the disturbances are available and dynamics is unconstrained.
However, industrial systems are constrained for physical
and economical reasons and the constrained control that is
implemented often considers the disturbances entering the
state and noise affecting the output as bounded stochastic
signals [13], [14]. The design of the robust control and
associated detection mechanism are based on the ability to
withstand disturbance and noise that are a priori bounded
[15] thereby leaving enough room for an intelligent attacker
to masquerade within these bounds thus remaining stealth
while causing damage. False-data injection attacks against
such systems are imminent and are neither reported nor
analyzed in literature. Our attempt is to consider this vulner-
ability from the perspective of attackers and systematically
show how attackers can bypass detection and inject errors
into the measured output. The novelty lies in subsequently
confiscating control of the plant by robust optimization based
techniques.

The article starts with a sufficiently general description
of the scenario and settings under which the control system
and the attacker operate. The control section then presents
the construction of an error bounded state estimator which is
used to design a robust predictive controller with guarantees
constraints satisfaction at all times in the presence of un-
known but bounded disturbances. An ad-hoc set-membership
based anomaly detector description concludes the control
section. The attack section starts with a soft-constraint based
set estimator which the attacker uses to obtain the state
disturbance bounds. This knowledge is leveraged to steer
the controlled system away to a new target by robust op-
timization over the worst case disturbances and also remain
undetected when the controller uses a set-membership based
anomaly detector. We close with a numerical example to
further illustrate the effect of the synthesized false data
injection attack.

II. CONTROL SYSTEM UNDER ATTACK

Plant Sensor� �
Controller

State

Estimator

Defender

Alarm

w
k�1 v

k

z
k

x̂
k

u
k

Fig. 1. A representative control system.

Notations: A sequence x
p|q denotes the predicted value of

x at pth time step computed at q. Given sets X1,X2, the
Minkowski sum X1 � X2 := {x1 + x2 : x1 2 X1, x2 2 X2}
and Pontryagin difference X1 ⇠ X2 := {x1 : x1 + x2 2
X1, 8x2 2 X2}. A sequence x

n

is bounded if there exists
M > 0 such that ||x

n

|| < M for all n 2 N.

The control system scenario to be considered is illustrated
in Figure. 1. Majority of cyberphysical and industrial systems
are multivariable and constrained [16]. Several authors [17],
[18], [19] suggest identification of such systems as nominal
model plus uncertainty intervals for noises or parameters
as these interval models are pivotal in widely used set-
membership based fault/attack detection techniques and can
be constructed by an adaptation of classical system identifi-
cation methods. Therefore, we consider the following system
description:

x
k+1 = Ax

k

+Bu
k

+ Ew
k

(1a)
z
k

= C
z

x
k

+ Fv
k

, (1b)
y
k

= C
y

x
k

(1c)

in which A 2 Rn⇥n, B 2 Rn⇥m, E 2 Rn⇥e, C
z

2
Rq⇥n, C

y

2 Rp⇥n, F 2 Rq⇥f and subscript k denotes kth

time instant. The objective is to enforce a desired behavior
on the output y

k

by using the measurement z
k

to manipulate
the input u

k

, without violating any associated limits. The
disturbance w

k

acting on state x
k

and the sensor noise v
k

are unknown but bounded. The various constraints can be
written down as:

x
k

2 X, u
k

2 U, y
k

2 Y, w
k

2 W, v
k

2 V, 8k (2)

where all the associated sets are closed and bounded.

A. The Control side

Model Predictive Control (MPC) provided a systematic
means of handling all forms of constraints leading to tremen-
dous impact on industrial control practice. MPC is a form
of control in which the current control action is obtained
by solving, at each sampling instant, a finite horizon open-
loop constrained optimal control problem, using the current
state of the plant as the initial state. The optimization yields
an optimal control sequence and the first control value in
this sequence is applied to the plant. At the next sampling
instant a new optimization is performed based on the new
measurements; this marks the idea of receding horizon
control [20].

Apart from state disturbance and noise bounds, the con-
troller side has access to the measured output, the control
input, the dynamic constraints and the exact plant model.
Assuming that the initial state is known within certain
bounds, a state estimator can be developed that justifies
the measurements. A robust MPC can then be constructed
that guarantees constraint satisfaction for all times and for
all disturbance sequences. Of course, a less sophisticated
controller can be in place, but here we consider the best
case. Next, set-membership based monitors are in place that
use the knowledge of bounds on the disturbances to check if
the measurements can be justified by propagating the state
through the system dynamics i.e.

Definition 1: A system is considered safe by the monitor
at time k if the measured output is compatible with the
propagation of the prior state, applied input and disturbance
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estimator errors and in [12] as optimization of the attack cost
subject to the bad-data detection residue remaining within
thresholds.

The false-data injection attacks considered in [11] and [12]
are based on the assumption that the statistical properties of
the disturbances are available and dynamics is unconstrained.
However, industrial systems are constrained for physical
and economical reasons and the constrained control that is
implemented often considers the disturbances entering the
state and noise affecting the output as bounded stochastic
signals [13], [14]. The design of the robust control and
associated detection mechanism are based on the ability to
withstand disturbance and noise that are a priori bounded
[15] thereby leaving enough room for an intelligent attacker
to masquerade within these bounds thus remaining stealth
while causing damage. False-data injection attacks against
such systems are imminent and are neither reported nor
analyzed in literature. Our attempt is to consider this vulner-
ability from the perspective of attackers and systematically
show how attackers can bypass detection and inject errors
into the measured output. The novelty lies in subsequently
confiscating control of the plant by robust optimization based
techniques.

The article starts with a sufficiently general description
of the scenario and settings under which the control system
and the attacker operate. The control section then presents
the construction of an error bounded state estimator which is
used to design a robust predictive controller with guarantees
constraints satisfaction at all times in the presence of un-
known but bounded disturbances. An ad-hoc set-membership
based anomaly detector description concludes the control
section. The attack section starts with a soft-constraint based
set estimator which the attacker uses to obtain the state
disturbance bounds. This knowledge is leveraged to steer
the controlled system away to a new target by robust op-
timization over the worst case disturbances and also remain
undetected when the controller uses a set-membership based
anomaly detector. We close with a numerical example to
further illustrate the effect of the synthesized false data
injection attack.

II. CONTROL SYSTEM UNDER ATTACK
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Fig. 1. A representative control system.

Notations: A sequence x
p|q denotes the predicted value of

x at pth time step computed at q. Given sets X1,X2, the
Minkowski sum X1 � X2 := {x1 + x2 : x1 2 X1, x2 2 X2}
and Pontryagin difference X1 ⇠ X2 := {x1 : x1 + x2 2
X1, 8x2 2 X2}. A sequence x

n

is bounded if there exists
M > 0 such that ||x

n

|| < M for all n 2 N.

The control system scenario to be considered is illustrated
in Figure. 1. Majority of cyberphysical and industrial systems
are multivariable and constrained [16]. Several authors [17],
[18], [19] suggest identification of such systems as nominal
model plus uncertainty intervals for noises or parameters
as these interval models are pivotal in widely used set-
membership based fault/attack detection techniques and can
be constructed by an adaptation of classical system identifi-
cation methods. Therefore, we consider the following system
description:

x
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in which A 2 Rn⇥n, B 2 Rn⇥m, E 2 Rn⇥e, C
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Rq⇥n, C
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2 Rp⇥n, F 2 Rq⇥f and subscript k denotes kth

time instant. The objective is to enforce a desired behavior
on the output y

k

by using the measurement z
k

to manipulate
the input u

k

, without violating any associated limits. The
disturbance w

k

acting on state x
k

and the sensor noise v
k

are unknown but bounded. The various constraints can be
written down as:

x
k

2 X, u
k

2 U, y
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2 Y, w
k

2 W, v
k

2 V, 8k (2)

where all the associated sets are closed and bounded.

A. The Control side

Model Predictive Control (MPC) provided a systematic
means of handling all forms of constraints leading to tremen-
dous impact on industrial control practice. MPC is a form
of control in which the current control action is obtained
by solving, at each sampling instant, a finite horizon open-
loop constrained optimal control problem, using the current
state of the plant as the initial state. The optimization yields
an optimal control sequence and the first control value in
this sequence is applied to the plant. At the next sampling
instant a new optimization is performed based on the new
measurements; this marks the idea of receding horizon
control [20].

Apart from state disturbance and noise bounds, the con-
troller side has access to the measured output, the control
input, the dynamic constraints and the exact plant model.
Assuming that the initial state is known within certain
bounds, a state estimator can be developed that justifies
the measurements. A robust MPC can then be constructed
that guarantees constraint satisfaction for all times and for
all disturbance sequences. Of course, a less sophisticated
controller can be in place, but here we consider the best
case. Next, set-membership based monitors are in place that
use the knowledge of bounds on the disturbances to check if
the measurements can be justified by propagating the state
through the system dynamics i.e.

Definition 1: A system is considered safe by the monitor
at time k if the measured output is compatible with the
propagation of the prior state, applied input and disturbance
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Model-based Monitor Design

Stealth attack: Robust Optimization

B. Attack Formulation

The problem here is to perturb the measurement such that
it is consistent with the nominal system and disturbance
dynamics and at the same time drive the controlled system
closest to some new desired feasible target T

a

in-spite of all
possible disturbances in W

a

. Now, the true state estimate,

x̂
k

=

k

��

†
z

z + (

k

��
k

��

†
z

�

z

)u (28)

can be controlled by perturbing z
k

to z̃
k

as follows

x̃
k

= (

k

��

†
z

)[1 : n, 1 : (k � 1)q]z[1 : (k � 1)q]

+ (

k

��
k

��

†
z

�

z

)u + (

k

��

†
z

)[1 : n, kq]z̃
k

(29)
⌘ x̃

k

= ↵
k

+ �z̃
k

(30)

where [.] denotes the row and column range, which forces
the controller in place to produce the output

ũ
k

= K
k

x̃
k

+ l
k

(31)

where l
k

= (C
y

B)

�1T and K
k

can be estimated by using
(31) at (k � 1)

th step, leading to a forced output response

y
k+1|k = C

y

(Ax̂
k

+BK
k

↵
k

+Bl
k

) + C
y

B�K
k

z̃
k

+ C
y

Ew
k

⌘ y
k+1|k = ⇥

k

z̃
k

+ C
y

Ew
k

(32)

Further let sets ˜X, ˜R(x,W
a

,V) be defined as

˜X
k

, vert (C†
(z

k

��FV) \ ˜X
k�1) (33a)

˜R(x,W
a

,V) , C
z

Ax+ C
z

Bu� C
z

EW
a

� FV (33b)

where ˜X0 is initialized to X0 and C† is the generalized
inverse of C, the operator vert(⌦) retrieves vertices of set ⌦
and W

a

constitutes the best estimate of the state disturbance
bounds obtained by solving problem 2. Then the attacker
solves the following optimization problem

Problem 4 (Stealth attack):

z̃⇤
k

= argmin

z̃k

max

wk

||y
k+1|k � T

a

||2 + ||z̃
k

� z̃
k�1||2⇤ (34a)

s.t. w
k

2 W
a

(34b)
z̃
k

2 \
x2X̃k�1

˜R(x,W
a

,V) (34c)
where for any vector V , ||V ||2⇤ := V T

⇤V with ⇤ � 0.
Lemma 1: The solution to problem 4 results in a stealth

attack under the detector of (18)-(20).
Proof: The given defense mechanism checks for con-

sistency of the measurement z
k

with the system dynamics
and disturbance bounds. So it suffices to show that the
manipulated z̃⇤

k

does not violate the system dynamics and
signal bounds.

The detector system in (18)-(20) for a time instance k can
be reduced to checking if:

z
k

2 C
z

AX0 � C
z

Bu
k�1 � C

z

EW� FV (35)

The attack optimizer of problem 4 generates perturbed mea-
surement through (33a) by enforcing a similar constraint as
(35) through (34c) i.e.

z̃
k

2 ˜R(x
k�1,Wa

,V) ,
C

z

Ax� C
z

Bu
k�1 � C

z

EW
a

� FV (36)

The equations (35) and (36) are identical in all parameters
except, W and X0. Now, since the estimated set W

a

✓ W as
shown in theorem 1 and the true state x

k�1 2 X0 due to (20),
RHS (36) ✓ RHS (35). Thus, 9x0 2 X0 : z̃

k

2 RHS(35)
thereby forcing RHS(20) 6= ; to conclude no attack.

C. Robust optimization

The attacker minimizes the worst case deviation from its
new target over all possible disturbances. Now, replacing
the original problem 4 by a conservative approximation with
epigraph formulation yields the semidefinite relaxation that
can be solved efficiently

min

z̃k,⌘ ⌘

s.t. ||y
k+1|k � T
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||2 + ||z̃
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,V) (37)

Applying a Schur complement on the first constraint in (37)
transforms the uncertain quadratic constraint to an uncertain
linear matrix inequality (LMI) in ⌘, z̃

k

.
0

@
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)
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where ? is an element or matrix defined by symmetry.
Inserting the definition of y

k+1|k from (32) and separating
certain and uncertain terms, the LMIs can be written as
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Notice that, w
k

is rewritten in terms of diagonal uncertainty
w

k

= �1e, with ||�||1  1.
Theorem 2: The feasibility of the following LMI is a

sufficient condition for (39) to be robustly satisfied
✓
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where multiplier � = diag(�
i

),�
i

2 R+, i 2 [1, e].
Proof: The constraint (39) is equivalent to aT (G +
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matrix with 1 as ith entry of its diagonal and rest 0s to obtain
J
i

b = J
i

�J
i

HT

l

a. The LMI should hold when ||�J
i

||  1

which implies bTJ
i

b  aTH
l

J
i

HT

l

a. We can now write our
uncertain LMI, with c = [aT , bT ]T as

cT
✓
GHT

r

? 0

◆
c � 0 when cT

✓
H

l

J
i

HT

l

0

? �J
i

◆
c � 0 (41)

Application of the S-procedure gives a sufficient condition
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Noting that
P

e

i=1 �i

J
i

= � gives the desired result.
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Guide to attack target

Under worst possible disturbances

Remain undetected by the monitor
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Longitudinal Actuators 

• Primary actuators in longitudinal direction are the elevators and thrust. 

– Clearly the thrusters/elevators play a key role in defining the 
steady-state/equilibrium flight condition 

– Now interested in determining how they also influence the aircraft 
motion about this equilibrium condition 

deflect elevator � u(t), w(t), q(t), . . . 

• Recall that we defined �Xc as the perturbation in the total force in 
the X direction as a result of the actuator commands 

– Force change due to an actuator deflection from trim 

• Expand these aerodynamic terms using same perturbation approach 

�Xc = X�e �e + X�p �p 

– �e is the deflection of the elevator from trim (down positive) 
– �p change in thrust 
– X�e and X�p are the control stability derivatives 

b
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• The rotation gusts pg, qg, and rg are caused by spatial variations in 
the gust components ) rotary gusts are related to gradients of the 
vertical gust field 

�wg �wgpg = and qg = 
�y �x 

g 

g 

+wg 

+wg 

y 

Gust field creating 

gust. 

-w

-w

an effective rolling 

Equivalent distribution 

Equivalent to velocity created 
by a pitching motion 

Figure 1: Gust Field creating an e�ective pitching gust. 

Figure 4. (a): Primary aircraft actuators, (b): Gust field creating an e↵ective pitching motion.

to linearize around an equilibrium condition of the flight. Consider the aircraft in steady, level flight with
speed V

To

= U0 and �̇ = ⇥̇ =  ̇ = 0. The forces balance on the aircraft with the acceleration terms
Ṗ = Q̇ = Ṙ = U̇ = V̇ = Ẇ = 0. Further, at this trim point, the trim velocities W0 = V0 = 0 and trim
angular rates P0 = Q0 = R0 = 0 and angles �0 =  0 = 0.

Therefore, the perturbed velocities and rates are given by U = U0+u, V = v, W = w, P = p, Q = q, R = r
and angular perturbation ⇥ = ⇥0 + ✓,� = �, =  as shown in Figure 3(b). Further in this figure,
X

E

, Z
E

are the earth axes and � is called the flight path angle with ↵ being the angle of attack i.e. the
angle the relative wind makes with the fuselage. This way of linearization applies the RHSs of (45). Now
the perturbations over the forces and torques that appear on the LHSs can be predicted using a first order
expansion in terms of the dominant key flight parameters. Performing this linearization over the longitudinal
dynamics leads to:

X
u

u + X
w

(w � w
g

) � mgcos⇥0✓ +�Xc =mu̇ (46a)

Z
u

u + Z
w

(w � w
g

) + Z
ẇ

ẇ + Z
q

q � mgsin⇥0✓ +�Zc =m(ẇ � qU0) (46b)

M
u

u + M
w

(w � w
g

) + M
ẇ

ẇ + M
q

q +�M c =I
yy

q̇ (46c)

where X
u

= (@X
@u

)0 and so on are called the stability derivatives evaluated at the trim point. Since the
aerodynamics moments and forces are the functions of the relative motion between the aircraft and the
atmosphere, the LHS expansion must be written in terms of velocities relative to the wind gust w

g

in the
vertical plane as shown in Figure 4(b). Since there is no roll or yaw motion, q = ✓̇. The �Xc and so forth
are the control commands and can be expanded in terms of the primary actuators in longitudinal direction
which is the elevator deflection �

e

as shown in Figure 4(a) to be

�Xc = X
�e

�
e

, �Zc = Z
�e

�
e

, �M c = M
�e

�
e

. (47)

where X
�e

and so on are now called the control stability derivatives.
Now, let us further consider the short period mode where ✓ and w are in the same phase and u and q

response is very small, thus in e↵ect can eliminate the X-force equation. Next, the change of altitude h can
be written as the flight path angle times the velocity leading to

ḣ ⇡ U0sin� = U0(✓ � ↵) = U0(✓ � w/U0) = U0✓ � w (48)

and let ⇥0 = 0. Finally, substituting (47) into (46) and appending (48), the full state space equation turns
out to be

2

6664

ẇ

q̇

✓̇

ḣ

3

7775
=

2

6664

Z
w

/m U0 0 0
(Mw+MẇZw/m)

Iyy

(Mq+MẇU0)
Iyy

0 0

0 1 0 0

�1 0 U0 0

3

7775

2

6664

w

q

✓

h

3

7775
+

2

6664

Z
�e

/m
(M�e+MẇZ�e/m)

Iyy

0

0

3

7775
�
e

+

2

6664

�Z
w

/m

� (Mw+MẇZw/m)
Iyy

0

0

3

7775
w

g

. (49)

Typical values for the Boeing 747 are Z
w

= 9.030 · 104, Z
ẇ

= 1.909 · 103, Z
�e

= �1.58 · 106, M
w

= 1.563 · 105,
M

ẇ

= 1.702 · 104, M
q

= 1.521 · 107, M
�e

= �5.2 · 107, m = 2.83176 · 106/g, I
yy

= .449 · 108 all in SI units.
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perturbed measurement z̃
k

that remains stealthy.

The detailed design and analysis of the control and attack generation mechanisms follow.

3. The Control of Constrained Systems with Uncertainty

Since, the state is not measured, an output feedback controller has to be developed which has
always been the main problem for predictive control (Mayne, 2014). This is because all guarantees
of feasibility are lost if the initial state estimate di↵ers from the true state. However, if we can
put a bound on this error, then by defining this error as a bounded state disturbance, a predictive
controller with robustness constraint can be synthesized which incorporates this fact.

3.1 Bounded Error Estimator

This section builds a finite horizon estimator backwards in time such that all the possibilities of
disturbance sequences are considered which would have perhaps resulted in the measured output
sequence. The sequence of predicted states x in terms of stacked inputs u:

2
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.
x
k
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3
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6666664
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.
w
k�1

3

7777775
(6)

or, defining x , x0,

x , �x+ �u+ ⌅w (7)

The matrices �,�,⌅ are the prediction matrices. The output prediction equation can be written
down as (with z = [z1, . . . , z

k

]T ,v = [v1, . . . , v
k

]T ):

z , �
z

x+ �
z

u+ ⌅
z

w+ Fv (8)

where subscript ‘z’ denotes a corresponding premultiplication by C
z

. If the system (A,C
z

) is ob-

servable, then the matrix �
z

has full rank and its pseudo-inverse denoted by �†
z

satisfying �†
z

�
z

= I
can be found (Richards & How, 2005). This inverse can be used to obtain an estimate of x, which
can be propagated to find an estimate of x

k

x̂
k

=
k

��†
z

z+ (
k

��
k

��†
z

�
z

)u (9)
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where left subscript denotes the row index. Now, let the true state x be the sum of state estimate
x̂ and error e

x
k

= x̂
k

+ e
k

, x
k+1 = x̂

k+1 + e
k+1 (10)

Then the error in the estimate is given by

e
k

= x
k

� x̂
k

= (
k

⌅�
k

��†
z

⌅
z

)w�
k

��†
z

Fv (11)

Now, vector summation can be used to find the set of all possible estimation errors

E = (
k

⌅�
k

��†
z

⌅
z

)(W⇥ . . .⇥W)��
k

��†
z

F (V⇥ . . .⇥ V) (12)

Using (10), one can derive the dynamics of the estimate to be

x̂
k+1 = Ax̂

k

+Bu
k

+ Ew
k

+Ae
k

� e
k+1 (13)

This is the same form as the dynamics of true state (1) but driven by a modified state disturbance

Ŵ , EW�AE� (�E) (14)

Next, in order to accommodate the estimation error, a tightening of the state constraint set is
necessary to an output admissible set X̂:

X̂ = {x 2 X : C
y

x 2 Y ⇠ C
y

E} (15)

There exists other estimators for securely estimating the state of a linear dynamical system from
a set of corrupted sensor measurements, but require Gaussian noise distribution (Mishra, Shoukry,
Karamchandani, Diggavi, & Tabuada, 2015). As noted in (Chong, Wakaiki, & Hespanha, 2015),
additive bounded measurement noise will result in a bounded state estimation error.

3.2 Robust Predictive Controller

Since the full state information is now in place, a predictive controller with robust feasibility
and constraint satisfaction can be developed. We now consider a regulation problem, noting that
tracking an arbitrary reference is a straightforward extension by the addition of a target calculator.

Definition 4: The predictive control problem is robust persistently feasible i↵ for all feasible
state-input pairs and allowable disturbances, the problem is guaranteed to be feasible in the next
time step.

It is desired to synthesize such a predictive controller which is robust to a priori determined
disturbance set by placing a robustness constraint on the first state prediction x̂1|k.

Definition 5: An i-step robust controllable set C
i

(X) is the largest set of states in X for which
there exists an admissible control law such that the state evolution remains within X for i steps,
for all allowable disturbance sequences, i.e.

C
i

(X) , {x0 2 X|9u
k�1 2 U : x

k

2 X, 8w
k�1 2 W, 8k 2 [1, i]} (16)
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where left subscript denotes the row index. Now, let the true state x be the sum of state estimate
x̂ and error e

x
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This is the same form as the dynamics of true state (1) but driven by a modified state disturbance
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Next, in order to accommodate the estimation error, a tightening of the state constraint set is
necessary to an output admissible set X̂:

X̂ = {x 2 X : C
y

x 2 Y ⇠ C
y

E} (15)

There exists other estimators for securely estimating the state of a linear dynamical system from
a set of corrupted sensor measurements, but require Gaussian noise distribution (Mishra, Shoukry,
Karamchandani, Diggavi, & Tabuada, 2015). As noted in (Chong, Wakaiki, & Hespanha, 2015),
additive bounded measurement noise will result in a bounded state estimation error.

3.2 Robust Predictive Controller

Since the full state information is now in place, a predictive controller with robust feasibility
and constraint satisfaction can be developed. We now consider a regulation problem, noting that
tracking an arbitrary reference is a straightforward extension by the addition of a target calculator.

Definition 4: The predictive control problem is robust persistently feasible i↵ for all feasible
state-input pairs and allowable disturbances, the problem is guaranteed to be feasible in the next
time step.

It is desired to synthesize such a predictive controller which is robust to a priori determined
disturbance set by placing a robustness constraint on the first state prediction x̂1|k.

Definition 5: An i-step robust controllable set C
i

(X) is the largest set of states in X for which
there exists an admissible control law such that the state evolution remains within X for i steps,
for all allowable disturbance sequences, i.e.

C
i

(X) , {x0 2 X|9u
k�1 2 U : x

k

2 X, 8w
k�1 2 W, 8k 2 [1, i]} (16)
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Definition 6: The set C1(X) ✓ X is robust control invariant for the system (1) i↵ there exists
a feasible control u

k

= h(x
k

) 2 U such that the resulting closed loop system evolution, 8w
k

2 W,
satisfies x

k+1 2 C1(X), 8k, i.e.

x
k

2 C1(X) ) 9u
k

2 U : x
k+1 2 C1(X), 8w

k

2 W (17)

Typically, the constraint is derived from a robust control invariant set contained in X. It is then
required that x̂1|k lie inside the Pontryagin di↵erence of the precomputed set and the disturbance
set (Kerrigan, 2001).

Problem 1 (Robust Predictive Controller):

u

⇤ = argmin
u(.|.)

P�1X

i=0

L(x̂
i+1|k, ûi|k) (18a)

s.t. x̂
k+1 = Ax̂

k

+Bû
k

(18b)

x̂0|k = x
k

, x̂1|k 2 C1 ⇠ Ŵ (18c)

x̂
l+1|k 2 X̂, û

l|k 2 U, l = 0, . . . , P � 1 (18d)

where L(.) is the stage cost, P is the prediction horizon and u

⇤(1) is applied.

Theorem 1: The predictive controller of problem 1 is robust persistently feasible with x0 2 C1(X)
if C1(X) ✓ C

P�1(X).

Proof. If x0 2 C1(X), then for all feasible inputs x̂1|k 2 C1(X) ⇠ Ŵ and for all allowable

disturbances x
k+1|k 2 C1(X) ⇠ Ŵ � Ŵ ✓ C1(X). The fact that C1(X) ✓ C

P�1(X) ensures by

definition (16) that the state constraints of (18d) are obeyed. Next, due to (15) y
k+1 , C

y

x
k+1|k �

C
y

E 2 Y.

3.3 Monitor Design

Anomaly detection must be robust against the undesirable e↵ects due to the presence of dis-
turbances, noise and modeling errors. This would provide a basic safeguard against malicious
intents, assuming that the disturbance bounds are known a priori (Kesavan & Lee, 2001). The
error bounded method assumes a priori bounds on noise and uncertain parameters and constructs
sets of estimated states that are consistent with the a priori bounds and current measurements
(Ocampo-Mart́ınez, Tornil, & Puig, 2006) and has good performance when detecting anomalies
in noisy systems over other interval based techniques (Puig, 2010). Assume we know the initial
state within certain bounds i.e. x

o

2 X0 ✓ X. The following set-membership based monitor design
ensures the system is safe as per definition 1.

Definition 7: The robust forward reach set R̃(X0,W) of the initial set X0 is defined as the set of
states reachable from X0 in one step by applying an input u 2 U for all disturbances w 2 W under
the system evolution given in (1).

The computation follows vector summation,

R̃(X
k�1,W) = AX

k�1 �Bu
k�1 � EW (19)

At this stage, a new measurement z
k

is available and the set of states that is consistent with this
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where p!•j•" denotes the conditional probability, and χ2n: R → R is the quantile function of the χ-squared distribution with n degrees of
freedom [34].

A. Proactive Safety Assessment: Boundedness Test

Before performing reachable set computation and examination for Reach#ea; k$, we first derive safety conditions for the UAS based on the
structure of the attack matrices. Under certain conditions, it is feasible for attackers to carry out cyber attacks capable of causing unbounded
estimation error in an infinite time horizon !0;∞"without triggering theUAS’s attack detection scheme. This analysis determines the boundedness
of stealthy cyber attacks for given attackmatrices, thereby diagnosing thevulnerability of theUAS to unbounded error from a stealthy attack in the
infinite time horizon. Such an analysis provides important information that characterizes the security level of the UAS before the real-time safety
assessment and thus can furnish design criteria to improve the safety of the UAS against stealthy cyber attacks.

The main results for this task are given by the following two lemmas, which are from our previous work [25].
Lemma 1:Given thatBo1 % 0 andBo2 ≠ 0, there exists an attack sequence #ako1; ako2$ ∈ Ao#k$, such thatReach#ea; k$ is unbounded as k → ∞

if and only if the system matrix A is unstable and there exists a linear combination of the eigenvectors corresponding to the unstable modes, ξ1,
satisfying

ξ1 ∈ spanQoag and CGξ1 ∈ spanfBo2g (25)

where Qoa is the controllability matrix associated with the pair #A − LCGA; LBo2$.
Lemma2:Given thatBo1 ≠ 0 andBo2 ≠ 0, there exists an attack sequence #ako1; ako2$ ∈ Ao#k$, such thatReach#ea; k$ is unbounded if and only

if there exists a vector ξ2 satisfying

ξ2 ∈ spanQcag and CGξ2 ∈ spanfBo2g (26)

where Qca is the controllability matrix of the pair #A;BIBo1$.
The proofs of both lemmas are based on the observability and controllability of the attackable subspaces and can be derived using theorems 2

and 3 in [25], respectively. For brevity, the detailed proofs are omitted. From lemmas 1 and 2, the sufficient condition for a bounded reachable set
Reach#ea; k$ can be described as follows.

Theorem 1: Reach#ea; k$ is bounded for all #ako1; ako2$ ∈ Ao#k$, k ∈ N& if

!
spanfCGΞg ⊥ spanfCGQoag ∩ spanfBo2g
spanfCGQoag ⊥ spanfBo2g

(27)

where the matrix Ξ ∈ Rn×nu consists of all the unstable eigenvectors of A as its columns, with nu ≤ n the total number of unstable eigenvectors.
Proof: Suppose there exists an attack sequence #ako1; ako2$ ∈ Ao#k$ causing an unbounded Reach#ea; k$, while satisfying Eq. (27). However,

this is valid only by violating lemmas 1 and 2. Thus, theorem 1 is proved by contradiction.□
Theorem 1 allows us to assess the safety of the UAS before operation. That is, any UAS violating Eq. (27) has an inherent vulnerability that

allows an attacker to cause unbounded estimation error without being detected. Such an architectural vulnerability is attributed to insecure UAS
components whose information the attacker could capture andmanipulate as part of his attack strategy. The defender can reduce or eliminate such
vulnerabilities by altering the attack matrices by, for example, increasing the integrity of major communication channels, installing redundant
network agents, etc.

B. Algorithm Development

Given that the attack matrices Bo1 and Bo2 are tested through the safety condition [Eq. (27)], we carry out a real-time safety assessment of the
UAS that can be posed as two steps: 1) computing the reachable set Reach#ea; k$, and 2) examining the resulting set combined with the state
estimate x̂a#k$ and comparing that to the safe region G#k$, as illustrated in Fig. 3.

Reachable set computation: The proposed reachable set computation algorithm can be divided into the following two analytical derivations.
Step 1: Derive the explicit form of Ao#k$ ∈ Rjk × Rqk based on the condition E!So#k$" ≤ h2.
Step 2: Obtain the analytical solution Reach#ea; k$ by projecting Ao#k$ into the estimation error space Rn.

Fig. 3 UAS safety assessment via reachability analysis.
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2.3 Objectives 

2.3.1 General objective 
 
The main objective of the LeCoPro project is to establish a knowledge platform on learning control for 
mechatronic systems in Flanders. To achieve this objective, existing learning control strategies for 
mechatronic systems will be extended such that a broader class of systems can be handled. 
Furthermore, learning control strategies from other research domains will be adapted to the specific 
properties of mechatronic systems and extensively validated in practical test cases. The design 
procedures for the different learning control algorithms will be consolidated in software toolboxes. 
During the project, the different learning control strategies will also be compared. Based on this study, 
the consortium aims to develop a methodology for the design of learning controllers depending on the 
features of the controlled mechatronic system. The challenge is to develop a methodology, which 
encapsulates the following aspects: 

! General applicability: the methodology has to be applicable to a wide variety of mechatronic 
applications. 

! Practical usability: the focus of the project is to come to a methodology that can be used by 
the members of the user group and other interested companies. 

! Automation: one of the project objectives is to provide supporting software tools which 
simplify and accelerate the design procedure and the implementation of the learning 
algorithms. 

2.3.2 Technical objectives 
 
Three key features of a real mechatronic system play an important role in the selection of the learning 
control strategy for this system: 
 

! the number of subsystems of the global mechatronic system 
! the number of inputs and outputs of these subsystems 
! the degree of modelability of the controlled system: this modelability can be limited due to 

uncertainty of system’s parameters, non-linearity, complex interaction between subsystems, 
etc. 

 
Fig. 2 shows a 3D-classification of mechatronic systems, based on these three key features.  
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Fig. 2: A classification of mechatronic systems 

FEBRUARY 2015 « IEEE CONTROL SYSTEMS MAGAZINE 27

can be violated by disclosure, deception, and denial-of-ser-
vice attacks, respectively. For examples of attacks violating 
these properties in networked control systems, see “The 
CIA in Networked Control Systems.”

Disclosure attacks enable the adversary to gather 
sequences of data Ik  from the calculated control actions uk  
and the real measurements .yk  As such, the physical 
dynamics of the system are not affected by this type of 
attack. Instead, these attacks gather intelligence that may 
enable more complex attacks, such as replay attacks [36]. 
On the other hand, deception attacks modify the control 
actions uk  and sensor measurements yk  from their calcu-
lated or real values to the corrupted signals uku  and ,yku  
respectively. The deception attacks are modeled as

,
,

u u u
y y y

k k k

k k k

_

_

D

D

+

+

u
u

where the vectors ukD  and ykD  represent the data corruption 
to the respective data channels, as depicted in Figure 1. The 
data corruption vectors may have sparsity patterns according 
to the adversary’s resources, namely the communication 
channels that can be corrupted. Similarly, denial-of-service 
attacks may also affect the transmitted data by preventing it 
from reaching the desired destination. Attacks that may 
affect the system behavior directly and through feedback are 
classified as disruption attacks [13]. From the preceding dis-
cussion, we conclude that physical, deception, and denial-of-
service attacks are classified as disruption attacks. The data 
channels and physical actuators required to perform specific 
disclosure and disruption attacks are denoted as disclosure 
and disruption resources, respectively.

In addition to the disclosure and disruption resources 
required to stage a given attack, the adversary’s resources 
can also include knowledge of the system model. Different 
attack scenarios can be qualitatively categorized in terms of 
the required resources in the attack space, as illustrated in 
Figure 2. A given point in the attack space represents an 
instance of the adversary model in Figure 3 where each of 
the adversary resources is mapped to a specific axis of the 
attack space. The attack policy mapping the model knowl-
edge K  and disclosed data gathered until time , ,k Ik  to the 
attack vector a Rk

na!  is denoted as ( , ) .a g K Ik k=

For each attack scenario, the attack policy is designed 
according to the adversary’s intent, namely the attack goals and 
constraints. In particular, the attack scenarios in this article con-
sider adversaries whose goal is to drive the state trajectory x  of 
the physical system to an unsafe set while remaining stealthy, 
as illustrated in Figure 4. Therefore the attack goals are stated in 
terms of the attack impact on the system operation, while the 
constraints are related to the attack detectability.

The physical impact of an attack can be evaluated by assess-
ing whether or not the state of the system remained in the safe 
set during and after the attack. The attack is considered success-
ful if the state is driven out of the safe set. Attack constraints 
imply that attacks are constrained to remain stealthy. Denoting 

[ ]a a ak k f0g= < < <  as the attack signal in the time interval [ , ],k k f0  
and recalling that the residue signal is a function of the attack 
signal, a stealthy attack is defined as follows.

Definition 3
The attack signal a  is stealthy over the time interval [ , ]k k f0  
if the magnitude of the residue signal is smaller than the 
detection threshold, so that no alarm is triggered.

Below, it is assumed that the disruptive attack compo-
nent consists of only data deception attacks and thus at 
time k  the attack vector [ ] .a u yk k kD D= < < <

Defense Methodology
This subsection describes a common methodology to 
enhance a system’s cybersecurity, namely the risk manage-
ment framework [35], [37], [38]. The main objective of risk 

Model Knowledge

Disruption
Resources

Disclosure Resources

Zero Dynamics

Attack [
10], [1

3]

Covert Attack [9]

Bias Injection

Attack [13]

Replay Attack [19]

DoS Attack [20]
Eavesdropping
Attack [35]

FIGURE 2 The cyberphysical attack space. Each axis of the attack 
space corresponds to a class of adversary resources. Several 
attack scenarios analyzed in related work are depicted and qualita-
tively categorized in the attack space.

Disclosure
Resources

Disruption
Resources

Model Knowledge

Attack Policy

ykDyk

Duk uk
ak = g(K, Ik)

FIGURE 3 A diagram of the adversary model. The a priori model 
knowledge possessed by the adversary is denoted as ,K  while Ik  
corresponds to the set of sensor and actuator data available to the 
adversary, obtained through the disclosure resources, and 

[ ]a u yk k kD D= < < <  is the attack vector that may affect the system 
behavior using the disruption resources. The attack policy g $^ h 
maps the model knowledge and disclosed data to the attack vector.

(i) Integration: New techniques of system design and compositions 
to distributed control implementation that preserves the 
robustness, performance and security properties.

(ii) Adaptation: Continuous learning and automatic synthesis of 
distributed models and controllers necessary.
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Why is CPS Hard? 

package org.apache.tomcat.session;

import org.apache.tomcat.core.*;
import org.apache.tomcat.util.StringManager;

import java.io.*;
import java.net.*;
import java.util.*;

import javax.servlet.*;
import javax.servlet.http.*;

/**
* Core implementation of a server session

*
* @author James Duncan Davidson [duncan@eng.sun.com]

* @author James Todd [gonzo@eng.sun.com]
*/

public class ServerSession {

private StringManager sm =
StringManager.getManager("org.apache.tomcat.session");

private Hashtable values = new Hashtable();
private Hashtable appSessions = new Hashtable();

private String id;
private long creationTime = System.currentTimeMillis();;

private long thisAccessTime = creationTime;
private long lastAccessed = creationTime;

private int inactiveInterval = -1;

ServerSession(String id) {
this.id = id;

}

public String getId() {
return id;

}

public long getCreationTime() {
return creationTime;

}

public long getLastAccessedTime() {
return lastAccessed;

}

public ApplicationSession getApplicationSession(Context context,
boolean create) {

ApplicationSession appSession =
(ApplicationSession)appSessions.get(context);

if (appSession == null && create) {

// XXX
// sync to ensure valid?

appSession = new ApplicationSession(id, this, context);
appSessions.put(context, appSession);

}

// XXX
// make sure that we haven't gone over the end of our
// inactive interval -- if so, invalidate and create

// a new appSession

return appSession;
}

void removeApplicationSession(Context context) {
appSessions.remove(context);

}

/**
* Called by context when request comes in so that accesses and

* inactivities can be dealt with accordingly.
*/

void accessed() {
// set last accessed to thisAccessTime as it will be left over

// from the previous access

lastAccessed = thisAccessTime;
thisAccessTime = System.currentTimeMillis();

}

void validate()

Software Control Systems

Crosses Interdisciplinary Boundaries

• Disciplinary boundaries need to be realigned
• New fundamentals need to be created
• New technologies and tools need to be developed
• Education and training need to be restructured1) Modeling: System identification of (non) linear and modular distributed 

systems.
2) Model-based Constrained control: MPC, NMPC, DMPC.
3) Robustness to Time-variance: Learning reference trajectory, distributed 

model parameters.
4) Certified system design: (i) Guarantees on recursive feasibility, stability 

and convergence. (ii) Resilient control and estimation over Vulnerability 
models.

5) Distributed systems: Fast MPC, NMPC, DMPC implementations on 
embedded platforms. 


