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“How can we design cyber-physical
systems that we can bet our lives on?”

- Jeannette M. Wing

VP of Microboft Research
Professor of Computer Science, CMU
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Quantifying sensitivity

Trajectory (or execution): evolution of states over time A
model can be viewed as a mapping from a parameter d to a
trajectory &, . E.g., d couldbe initial state, private data, etc.

Sensitivity bounds the distance between trajectories as a
function of the changes in parameters, that is |5 — & 47|
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Verification problem

/ Model,

adversary, Bug trace

requirements h— Algorlthm

C{% Certificate

Jxq € Inttpir el e e At e [ 4]
such that trajectory é(xg, a,u,t) € U ?

Yes (Bug-trace) / No (Safety certificate)



Hybrid automata: A model for cyberphysical systems
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Brief history

Early 90’s: Exactly compute unboundedtimereach set
Decidable for timed automata
Undecidable even for rectangular dynamics

Late 90°-00’: Approximate boundedtime reach set
Hamilton-Jacobi-Bellmanapproach

Polytopes , ellipsoids zonotopes
support functions

Predicate abstraction 3 CEGAR

Today: Scalability for realisticmodels
Simulation-drivenalgorithms



Simulations to proofs

Givenstart ¢ S Jandtarget U
Computefinite cover of initial set
Simulate fromthe center xy of each cover

G @O NG

Bloat/generalize simulation to containall
trajectories from the cover

Check intersection/containment with U
Refine if needed and repeat

How to bloat or generalize simulations?
How to handle mode switches?




Discrepancy quantifies sensitivity

B:R?"xRZ% - R defines a of the
system if for any two states x; and x, € X, Forany t,
o [§(xy,t) = &(xy, t)| < B(xq, x3,t) and
o f—=>0asx; = x,

Duggirala, Mitra & Viswanathan:
Verification of annotated models from
executions. EMSOFT 2013, 1-26, ACM

If Lis a Lipschitz constantforf(x,t)then |V """"" s j """""""
|EGeit) — Sl erl=e oy —x7] T ;—E(x1 t) ‘




Guarantees for bounded invariance
verification using discreapancy

Theorem. (Soundness). If Algorithm returns safe or unsafe, then A is safe or
unsafe.

Definition GivenHA A = (V,Loc, A,D, T ), an e-perturbation of A is a new
HA A’ thatis identical except, ®' = B.(0),V £ € Loc,Inv' = B.(Inv) (b)a
- € A, Guard, = Bc(Guard,).

Ais robustly safe iff 3¢ > 0, such that A’ is safe for U; upto time bound T, and
“transitionbound N. Robustly unsafeiff3 € < 0 such that A’ is safe for U,.

Theorem. (Relative Completeness) Algorithm always terminates whenever
the A is either robustly safe or robustly unsafe.
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Computing discrepancy functions

[ATVA 15] Fan & Mitra, Bounded verification with on-the-Fly Discrepancy
Computation. ATVA 2015: 446-463, LNCS.

[HSCC 14] Huang & Mitra, Proofs from simulations and modular annotations.
HSCC 2014: 183-192, ACM.

[CAV 14] Huang, Fan, MereaCre, Mitra & Kwiatkowska: Invariant Verification
~of Nonlinear Hybrid Automata Networks of Cardiac Cells. CAV 2014: 373-390, -
LNCS.

[TACAS 15] Duggirala, Mitra, Viswanathan, Potok: C2E2: A Verification Tool for
Stateflow Models. TACAS 2015: 68-82, LNCS.

[CAV 15] Duggirala, Fan, Mitra, Viswanathan: Meeting a Powertrain
Verification Challenge. CAV 2015, 536-543, LNCS.

[CAV 16] Fan, Qi, Mitra, Viswanathan, Duggirala: Automaticreachability
analysis for nonlinear hybrid models with C2E2. CAV 2016: 531-538, LNCS.
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Verification in action: an auto-pass controller

—>
Sx vx ax

Given a controller and a safe
separation requirement, we would
like to check that the system is safe
with respect to

a) range of initial relative positions
b) range of possible speeds

c) range road friction conditions

d) possible behaviors of “other” car
e) range of design parameters

gain
threshold
dist.d

‘ overtake

reach
threshold
dist.d

switch to
right
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Networked cyberphysical system

o Local state vector x; € R", inputu; € R™

- o Dynamic function f;

o Communication possibly with delays u; (t) = x;(t — d; ;)
Individual dynamics

x1(t) = f (x1(t)}xz(t A d2,1)»x3(t —d31))

18



Challenge: quantifying sensitivity of large
networks with only node-level analysis

Definition. A discrepancy is a function D: R XR5q =
R0, such that forany 6 = 0, any pair of initial states

|0 — 8| <8,anyt: [Eg(t) — Egr(t)] < D(6,1t) and
asdo > 0,D - 0.

Goal: compute D only using static analysis of nodes (f;),
but not the dynamics of the entire network f.

Nodes are easier to analyze compare to the network, especially
when the network has communication delays

Analysis can be applied to differenttopologies and delays

19



Input-to-State (IS) Discrepancy

. t u(t) HAA)\/

— . :
time ¢ time

- Definition. IS discrepancy of f; is defined by two functions 5

and v such that for any initial states ¢, " and any inputs 1, .,
t

|8(t) =S g 9'|,f) + f y(lu(s) —u'(s)ds.
0

Also,f > 0asf8 - 8',andy > 0asu - u’
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Reduced model from IS discrepancy

Aq m, =, 5,0)
b1,Y1 1, (uq)
0] e BT, T T
A,

fita—"05 (O
B3z _ 72 (uy)

o Constructed using IS discrepancies and § = 0
o ldentical topologyand delay as the original system
o Uniqueinitial state [$1(6,0), 52(5,0)]

o Easy to construct for different topologiesand delays



Trajectory of reduced model gives
discrepancy of original

4 ' T
[ : ] : +1V1(u1)J 4

Theorem. For any pair of initial states of the network
0,0 with |0 — 8’| < &, forall t:|&g,;(£) — &g ;(D)] <
m;(t),and as § — 0 the error bound m(t) — 0.
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Putting it all together gives reach set

: i, =1, (6;t)
[ o J : +1V1(u1)J

{
: :8(6' O} m(t)
time , | K time

> >

o £(t)®m(t) over-approximates reach set from the §-
neighborhood of 6
* QOver-approximation can be made arbitrarily precise

23



Scaling to challenging benchmarks:
pacemaker-heart [CAV 2014]

[ Pacemaker ]—[@
dd/ dy 301
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Exploiting modularity

S

[ Module 4 ] [ Module 5 ]

.
me-mme e
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state1

du

u_dot=-0.0025000000000000*u+D*(u1+u2-2*u)/(h*h)+stim;

v_dot=-0.01 666667*v+0.01 6 6 H

w_dt 0.0726392130750601*u-0.0050000000000000*w+0.0050000000000000;
s_dot=0.0325954614796371*u-0.3657376929266330*s+0.0078827602517302;
u_out=u;

cur_x[0] =

cur_x[1] = v;

cur_x[2] = w,

cur_x[3] =s;

cur_loc=1;

[u<0.0032252252252252] 2 [u>=0.0032252252252252]

state2
du:
u_dot=-0.0025934648787471*u+0.0000003014452846+D*(u1+u2-2*u)/(h*h)+stim;
v_dot=-0.01 7*v+0.01

w_dot=-0.0726392130750601*u-0.0050000000000000*w+0.0050000000000000;
s_dot=0.0342238163406254"u-0.3657376929266330*s+0.0078775084405570;
u_out=u; I

[u>=0.0059] 1 ' [u<0.0059]
1

-99.8500002249997323*u+0.5891000013299984+D*(u1+u2-2"u)/(h*h)+stim;

. 166.6666666666666003*u-0.9486956521739127*v+157.9710144927535680*u*v+0.9999999999999996;
w_dot=1.2857135714285342*u-0.0050000000000000*w-0.0030142814285712; 3
s_dot=0.0000003317449342*u-0.3657376929266330*s+0.0080794269996715;

Run Time (s)

1 24 33

3 cells delay

2000

8 cells delay

12
20
32

16

2.4x10% 16 105
2.1x107 170 945
5.0x101° 73 2377
1 16 22

1 24 52
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Routing delay vs. Location privacy



Publications on privacy

: Z. Huang, S. Mitra and G. Dullerud, Differentially Private
lterative Synchronous Consensus.

: Z. Huang, Y. Wang, S. Mitra and G. Dullerud, On
the Cost of Differential Privacy in Distributed Control Systems

: Y. Wang, Z. Huang, S. Mitra and G. Dullerud, Entropy-
minimizing Mechanism for Differential Privacy of Discrete-time
Linear Feedback Systems.

:Z. Huang, S. Mitra and N. Vaidya, Differentially Private
Distributed Optimization.
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Network control with randomized

communication
o N agents evolve fortime horizon T’ Environment
State (position) x; 1 X, %
Affected by the environment (congestion)
Trajectory: ¢ = {x()}rerm Agent i
Private data (waypoints) p; i Po Yoo Vi
Dataset D = {p;Jie[n] yT lyl

Noisy report y;

y;i = x; + noise

Server

Observation sequence O = {y(t) };¢[r] € Obs

Controldecision u; computed using y, x;, p;

30



Problem: design noise mechanism for privacy

Environment

y; = x; + n; (random noise) ix"’x
Agent i
u; = g(x,y,0:)
: I bl [xi'pilui'yi|]
iy o
xp = fleoxu) S
Server

Proposition. Fixing a data set D = {p; };¢[yj and an
observation sequence O = {y(t) };err7 uniquely determines
a trajectory, denoted ¢ .

31



Differential privacy pworkos;

Definition. Data sets D and D’ are adjacent if D and D’
differ only in agent i’sdata, and |p; — p;| < & for some
o > 0.

Definition. The system is e-differentially private with € >
0, if for any adjacent D, D' and all subset of observations
S € 0bs,Pr|0p € S| < e€ Pr[0p, € S]

e |, privacy T; € = 0, no communication

€ — 00, N0 privacy
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Sensitivity with respect to private data

is a function S satisfies: for any
timet = 1,2,...T, for any observation O € Obs, for any
adj(D,D’), for any agent i:

Fenip (£) 7 $pr o(Dli = SE)

o S(t) depends on dynamics f and control g

o Forlinear f and g, S(t) can be found analytically;
general systems we use techniques from verification

33



Laplace Mechanism for distributed control

Theorem. The following distributed control system is €-

differentially private up to time T if ateach tlme t, each agent
adds an vector of independent Laplace noise Lap(—) to its actual

“state: Y; (t) = x;(t) + Lap( 07

) where

1 |x|1

Lap(A) has the pdf f(x) = S e

Time horizonT, privacy level T, sensitivity T = noise T

34



Cost of Privacy

o Average Cost: Costp = Zzo Elxl-(t) =1 Di (t)|2

o Baseline cost Costp: the cost when y;(t) = x;(t)

o The Cost of Privacy of a DP mechanism M is:

CoP = sup E[Costp — Costp]
D

e
NZ2e2

Theorem. For stable system CoP ~ O(——), otherwise

grows exponential in T



Summary of privacy work

o We introduced a notion of privacy for
, developed privacy-
preserving Laplace mechanism for
dynamical systems using sensitivity

o Framework for analyzing cost of privacy

T3
NZEZ)

— Linear dynamics O(
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Future: Formal methods <~ Data

Simulation data + discrepancy => algorithms =>
sound &complete invariance verification

— Learn discrepancy from simulations (CarSim)

— Entropy and minimum data-rate needed for state
estimation and model detection (HSCC 16)

Sensitivity => privacy-preserving algorith ms =>
trade-off between privacy and performance

— Controller synthesis with system ID [CDC15]
— Distributed optimization, learning, and fairness
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